
We will help users find what is in language data 
and models, how they compare to others, and how 
they were built through interactive boards.

Welcome to BOARDS

We will retool how language data is generated, shared, and transformed into efficient large language 
and translation models making HPC centres ready to large scale NLP across Europe.
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A space that combines petabytes of 
natural language data with large-
scale model training
� Lots of monolingual and multilingual data 

consistently formatted and curated

� Efficient and high-quality language 
and translation models

� Sustainable and reusable workflows using  
high-perfomance computing

Funded by:

More about HPLT

https://hplt-project.org/ @hplt_eu
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